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Abstract— Character recognition is one of the most interesting and challenging research areas in the field of Image processing. Nowadays different 
methodologies are in prevalent use for character recognition. Document verification, digital library, reading bank deposit slips, reading postal addresses, 
extracting information from cheques, data entry, applications for credit cards, health insurance, loans, tax forms etc. are application areas of digital doc-
ument processing. This paper gives an synopsis of research work carried out for recognition of hand written characters. In Hand written text there is no 
restraint on the writing style. Hand written characters are challenging to recognize due to diverse human handwriting style, variation in angle, size and 
shape of letters. Various attitudes of hand written character recognition are discussed here along with their performance. 
 
Index Terms—Character, Handwritten, Offline, Recognition, Preprocessing, feature extraction, Classification.   

——————————      —————————— 

1 INTRODUCTION                                                                  
  Handwrittten Character Recognition (HCR) is the abiity of 

a computer to receive and interpret comprehensible handwrit-
ten input then analyzed to various automated process system. 
Generally, HCR can be divided into three stages namely pre-
processing, feature extraction and classification (recognition). 
Preprocessing stage is to produce a clean character image that 
can be used directly and competently by the feature extraction 
stage. Feature extraction stage is to remove redundancy from 
data. Classification stage is to recognize words or characters.  
 

In general, handwrittten recognition is classified into two 
categories as off-line and On-line character recognition. Off-
line handwritten recognition includes automatic conversion of 
text into an image into letter codes which are usable within 
computer and text-processing applications. Off-line handwrit-
ten recognition is more tough, as different people have differ-
ent handwriting styles. But, in the on-line system, On-line 
character recognition contracts with a data stream which 
comes from a transducer while the user is writing. To collect 
data,the typical hardware is a digitizing tablet which is elec-
tromagnetic or pressure sensitive. When the user writes on the 
tablet, the consicutive movements of the pen are transformed 
to a series of electronic signal which is remembered and 
analyzed by the computer. 

Handwritten Character Recognition is a challenging task 
since there is a variation of same character due to the change 
of fonts and sizes in handwriting. The differences in font types 
and sizes make the recognition task tough and resulting the 
character recognition process becomes challenging. This paper 
discusses different methodologies for recognition of hand 
written characters. Hand written character recognition system 
has mainly five stages : Pre-processing, Segmentation, Feature 
Extraction, Classification and Post-processing as shown in 
Figure 1. 

 

 

 

 

 

 

 

 

 

 

FIG.1 MAJOR STEPS OF HCR SYSTEM 
 
 Section 2 of this paper discusses the need of pre-processing 
before the input is forwarded to segmentation. Section 3 
gives an overview of segmentation and different tech-
niques which have been used in handwritten character 
segmentation. Section 4 discusses the various methods of 
uniquely extracting the features of characters along with 
their performance. Section 5 discusses the classification of 
the characters along with post processing. Section 6 gives 
the comparative study of various techniques applied and 
their result. Section 7 and Section 8 discuss the future scope 
and the conclusion of overall paper respectively. 
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2 PRE-PROCESSING 
 
Pre-Processing can be defined as cleaning the document 
image and making it relevant for input to the OCR Engine. 
Major Steps Under Pre-Processing Are:  

• Noise removal  
• Skew detection/correction  
• Binarization  

 
The Noise introduced by the optical scanning devices in 

the input leads to poor system performance. These inade-
quacies must be removed prior to character recognition. 
Noise can be introduced in an image during image pro-
curement and transmission. Noise can be of different types 
as Gaussian noise, Gamma noise, Rayleigh noise, Exponen-
tial noise, Uniform noise, Salt and pepper noise, Periodic 
noise etc. Noise can be removed using Ideal filters, Butter-
worth filters and Gaussian filters. There is a possibility of 
rotation of image while scanning. Skew detection and cor-
rection is used to align the paper document with the coor-
dinate system of scanner. Various skew detection tech-
niques are projection profiles, connected components, 
Hough transform, clustering etc. In Binarization, colour or 
grey-scale image is converted into binary image with the 
aid of thresholding. Binary image can be achieved using 
Adaptive thresholding, Global thresholding, variable 
thresholding, Ostu’s method etc. Morphological operations 
are also used in pre-processing. Dilation and Erosion are 
the morphological operations that increase or decrease the 
image size. Erosion makes an object smaller by eroding 
away the pixels from its edges. Every object pixel that is 
touching background pixels is changed into background 
pixel. However, dilation makes an object larger by adding 
pixels around its edges. Every pixel that is touching an ob-
ject pixel is changed into object pixel. Other morphological 
operations are opening and closing. 

3 SEGMENTATION 
 
 Segmentation is needed since handwritten characters often 
interfere with one another. Common ways in which charac-
ters can interfere include: overlapping, touching, connect-
ed, and intersecting pairs etc. In order to distinct text from 
graphs, images, line, text/graphics segmentation is re-
quired. The output should be an image consisting of text 
only. Character segmentation will separate each character 
from another. It is one of the main steps especially in cur-
sive scripts where characters are connected together. The 
isolated characters obtained as a result of character seg-
mentation are normalized to specific size for better accura-
cy. Features are extracted from the characters with the 
same size in order to provide data uniformity. Christopher 
E. Dunn and P. S. P. Wang [5] used a series of region find-

ing, grouping, and splitting algorithms. Region finding will 
identify all the separate regions. The pixels are originally 
labeled On/Off where “on” signifies the data areas. Image 
is examined pixel by pixel until “on” value is found .Once 
found it is labeled with new region number and its neigh-
bors are searched for additional “on” value. Search pro-
ceeds until no “on” value is found. The result is that all dis-
joint regions will be identified and all pixels in any region 
will be labeled with a unique number. Grouping deals with 
the characters which have separate parts or which are bro-
ken. A smallest bounding box is calculated that completely 
encloses another region. If for any two regions the bound-
ing box of one region completely encloses another region, 
then the enclosed region is relabeled to the value of the en-
closing region. Thus, the resulting region is composed of 
two disjoint sub-regions. This is helpful for connecting re-
gions that have been separated due to noise .Splitting [5] 
deals with touching characters. Anshul Mehta [2] used 
Heuristic segmentation algorithm which scans the hand 
written words to identify the valid segmentation points 
between characters. The segmentation is based on locating 
the arcs between letters, common in handwritten cursive 
script. For this a histogram of vertical pixel density is exam-
ined which may indicate the location of possible segmenta-
tion points in the word. Other character segmentation ap-
proaches [4] are Thinning based method, Contour Fitting 
method, Robust Statistical technique, Hypothesis Verifica-
tion, Shape Feature Vector method etc. 

4 FEATURE EXTRACTION 
 
Feature extraction is finding the set of parameters that define the 
shape of a character precisely and uniquely. Feature extraction 
[3] methods are classified into three major groups as:  

• Statistical features.  
• Global transformation and series expansion.  
• Geometric and topological features.  

 
Statistical features exemplify the image as statistical distri-
bution of points. Various methods which use statistical fea-
tures are Zoning, Crossings and Distances, Projections etc. 
In global transformation and series expansion various 
techniques are Fourier transform, Gabor transform, Fourier 
Descriptor, wavelets, moments, Karhunen-Loeve expan-
sion etc. In Geometric and topological features, the struc-
tural features like loops, curves, lines, T-point, cross, open-
ing to the right, opening to the left etc. are used. The vari-
ous categories are coding (freeman chain code), extracting 
and counting topological structures, graphs and trees. Ge-
ometric features are used along with fuzzy logic to recog-
nize characters [7]. Adnan Amin [6] and Puttipong Mahas-
ukhon [7] used structural information to extract features 
from a character like Breakpoints, Inflection Point, Cusp 
Point, Straight Line, Curve, Open or Close Loop etc. Break-
point divides a path into sub paths. It has two possible 
conditions- Inflection Point (change in curvature) and Cusp 
Point (sharp change in direction).Straight line has two 
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points in sequence in a path. Open curve is as in letter “S”. 
Closed curve is as present in “a”. These segments are given 
as input to neural network classifier. Anshul Mehta [2] 
used Fourier descriptor for extracting unique feature from 
a character. Initially boundary is detected, then discrete 
Fourier coefficient a[k] and b[k] are calculated for 0< k < L-
1. Where L is the total number of boundary points. Fourier 
descriptor [8] can be used with one new technique known 
as Border Transition technique (BTT).In it each character is 
partitioned into four equal quadrants. The scanning and 
calculation of black-to-white transition take place in both 
vertical and horizontal directions in each quadrant. The 
average transition of each direction (horizontal and verti-
cal) in each of the four quadrants of the box surrounding 
the character will be calculated. Rafael M. O [1] used nine 
modified feature extraction techniques on a single data-
base. Structural characteristics consist in extracting histo-
grams and profiles and combining then into a single fea-
ture vector. In modified edge map an M X N image is 
thinned and scaled into a 25 X 25 matrix. The Sobel opera-
tors are used to extract four distinct edge maps: horizontal, 
vertical and two diagonals. These four maps and the origi-
nal image are divided into 25 sub-images of 5 X 5 pixels 
each. The features are obtained calculating the percentage 
of black pixels in each sub-image (25 features per image). 
The features are combined to form a single feature vector 
containing 125 (25 X 5) features. Image Projections consists 
of extracting the radial and diagonal projections. To extract 
the radial projections, the image must first be separated 
into four quadrants: top, bottom, right and left. Radial pro-
jections are obtained by grouping pixels by its radial dis-
tance to the center of the image in each quadrant separate-
ly. The diagonal projection is computed simply by group-
ing pixels by the two diagonal lines. The values of each 
projection are normalized to a range [0-1] through the divi-
sion by the maximum value. The normalized features are 
concatenated in a single vector containing 128 features. In 
Multi Zoning an M x N character image is divided into 
several sub-images and the percentage of black pixels in 
each Sub-image is used as feature. It is a statistical ap-
proach as features are calculated based on the number of 
pixels used to represent an image. Other feature extraction 
algorithms used are Concavities Measurement, MAT-based 
Gradient Directional features, Gradient Directional fea-
tures, Median Gradient features, Camastra 34D features[1]. 

5 CLASSIFICATION AND POST PROCESSING 
 
The classification is the process of categorizing each character 
and assigning to it the correct character class.  
The classification techniques [9] can be categorized as:  

• Classical techniques.  
• Soft computing techniques.  

 
The various classical techniques are Template matching, 

Statistical techniques, Structural techniques. Whereas the 
various soft computing techniques are Neural networks, 
Fuzzy logic, Evolutionary computing techniques. Adnan 

Amin and W. H. Wilson [6] used Neural network for classi-
fication of characters with three layers namely Input layer, 
Output layer and Hidden layer. The geometric features 
extracted like dot, line, curve or loops are given as input to 
the input layer. Each component of the segmented repre-
sentation is classified as a dot, line, curve, or loop. In each 
case, the characteristics of the component are determined: if 
a line, what are its orientation and its size relative to the 
character frame - short, medium or long. One input neuron 
is used to encode each of these possible choices 
(short/medium/long) and each of four possible orienta-
tions for a line. One input neuron is used to encode the 
characteristics of each component extracted by geometric 
feature extraction technique. Neuron has two modes of op-
erations as training mode and testing mode. In the training 
mode, the neuron can be trained to fire (or not), for particu-
lar input patterns. In the testing mode, when a taught input 
pattern is detected at the input, its associated output be-
comes the current output. If the input pattern does not be-
long in the taught list of input patterns, the firing rule is 
used to determine whether to fire or not. Anshul Mehta, 
Manisha Srivastava [2] used three networks for the recogni-
tion of 26 lower case and 26 upper case letters as Multilayer 
Perception (MLP) [2,8], Radial Basis Function (RBF) and 
Support Vector Machine (SVM).Multilayer perception is a 
feed forward neural network with one or more layers be-
tween input and output layer. Radial basis function (RBF) 
networks typically have three layers: an input layer, a hid-
den layer with a non-linear RBF activation function and a 
linear output layer. Post-processing mainly consists of two 
tasks : output string generation and error detection or cor-
rection. Output string generation will congregate the 
strings which have been separated in the process of seg-
mentation whereas error detection or correction will correct 
errors with the help of dictionary. 

6 COMPARISON TABLE 
 
The major blocks of a HCR system are feature extraction 

and classification. The various feature extraction tech-
niques in combination with various classification tech-
niques along with their result which have been used by the 
researchers are discussed in Table I: 

 
Table I 

Author Feature 
extraction 
method 

Classification 
method 

Result 

Anshul Gupta , 
Manisha Sri-

vastava , Chitral-
ekha Mahanta[2]  

Fourier 
descriptor 
with phase  

 

 
SVM  

classifier 

 
86.66% 

Anshul Gupta , 
Manisha Sri-

vastava , Chitral-
ekha Mahanta[2]  

Fourier 
descriptor 
with phase  

 

 
SVM  

classifier 

 
98.74% 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 7, Issue 5, May-2016                                                                                                     196 
ISSN 2229-5518 

IJSER © 2016 
http://www.ijser.org  

Puttipong Ma-
hasukhon, Hos-
sein Mousav-

inezhad, Jeong-
Young Song[7]  

 
Geometric 

features  
 

 
Fuzzy theory 

 
90% 

Rafael M. O. 
Cruz, George D. 

C. Cavalcanti 
and Tsang Ing 

Ren[1]  

 
Multi 

 Zoning  
 

 
MLP 

 network 

 
89.67% 

 
Yuk Ying 

Chung, Man to 
Wong [8]  

Fourier 
descriptor 
and topo-

logical 
properties  

 
MLP with 

back 
 propagation  

 

 
96% 

Anshul Gupta , 
Manisha Sri-

vastava , Chitral-
ekha Mahanta[2]  

Fourier 
descriptor 
with mag-
nitude and 

phase  

 
SVM 

classifier 

 
98.04% 

 

7 CONCLUSION 
The key approaches used in the field of handwritten character 
recognition during the last few years have been reviewed in this 
paper. Different pre-processing, segmentation, feature extraction, 
classification techniques are also discussed. Though, various 
methods for handling the problem of hand written characters 
have developed in last two decades, still a lot of research is need-
ed so that a viable software solution can be made available. The 
existing OCR for various languages like Gujarati,Marathi,Urdu 
etc. has very low accuracy. We need an efficient solution to solve 
this problem so that overall performance can be increased. 
 

8 FUTURE SCOPE OF RESEARCH 
From 1950’s character recognition is an active area of 

research. Many techniques for recognition of Offline 
Handwritten Characters have been suggested. But still an 
efficient OCR for the recognition of hand written characters 
does not exist. Few steps have been taken for Hand written 
and Hand printed (which is a constrained hand writing) 
character recognition. Various challenges are identified 
which may provide more lively interest to the researchers. 
These challenges are : difficulty to identify the diverse hu-
man writing styles, different angles of letters, different 
shapes and size of letter, pure input quality, low accuracy 
rate in recognition etc. Hence, a lot of research work is to be 
done to solve these difficulties. 
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